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The application of big data in the energy sector is considered as one of the main elements of Energy Internet.
Crucial and promising challenges exist especially with the integration of renewable energy sources and smart
grids. The ability to collect data and to properly use it for better decision-making is a key feature; in this
work, the benefits and challenges of implementing big data analytics for renewable energy power stations are
addressed. A framework was developed for the potential implementation of big data analytics for smart grids
and renewable energy power utilities. A five-step approach is proposed for predicting the smart grid stability
by using five different machine learning methods. Data from a decentralized smart grid data system consisting
of 60,000 instances and 12 attributes was used to predict the stability of the system through three different
machine learning methods. The results of fitting the penalized linear regression model show an accuracy of
96% for the model implemented using 70% of the data as a training set. Using the random forest tree model
has shown 84% accuracy, and the decision tree model has shown 78% accuracy. Both the convolutional neural
network model and the gradient boosted decision tree model yielded 87% for the classification model.

The main limitation of this work is that the amount of data available in the dataset is considered relatively
small for big data analytics; however the cloud computing and real-time event analysis provided was suitable
for big data analytics framework. Future research should include bigger datasets with variety of renewable
energy sources and demand across more countries.

1. Introduction

The increasing need for energy made it inevitable to resort to renew-
able sources. For years, many power companies have been installing
renewably energy power stations worldwide to provide economic and
clean energy (Missaoui et al., 2014). Renewable energy such as wind
turbines and solar power have many advantages like low delivery
costs and less emissions. However, traditional designs of grid energy
storage systems are becoming impractical. Large blackouts that occur
from time to time have highlighted the necessity to have an improved
decision-making process that requires timely and accurate data on the
dynamic events, the operating conditions and the sudden changes in
the power. According to Zhou and Yang (2016), since the second indus-
trial revolution, energy systems have passed four stages; decentralized
systems, centralized systems, distributed systems and the most recent
one, smart and connected systems or ‘Energy Internet’ that depends
on innovative technologies such as mobile applications, Internet of
Things (IoT), big data analytics (BDA), and cloud computing. Rifkin

(2011) has defined energy internet as new energy utilization system
that integrates renewable energy sources, distributed power stations,
hydrogen energy, storage technologies and electric vehicles with the
Internet technologies. The author has defined four characteristics for
energy Internet; Powered by renewable energy sources, supports access
to large-scale generation and storage systems, supports energy sharing,
and supports the electrification of transportation systems.

Unlike fuel-based energy power stations, renewable energy requires
more advanced management of power, balancing, and production ca-
pacity, which can be achieved by using smart grids (Rathor & Saxena,
2020). These grids integrate traditional power grids with advanced
Information Technology (IT) and communication networks to deliver
electricity with improved efficiency and reliability, while reducing
cost and environmental impacts (Yan et al., 2013). Renewable energy
resources are one of the major smart grid enablers in the residen-
tial neighborhoods, transformers and substations (Tene & Polonet-
sky, 2013). They can supplement power sources that can be quickly
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installed, monitored and controlled for being used during the peak
hours. Such resources must be observed carefully to capture all the
possible opportunities for harvesting energy and for responding to any
abnormalities. In the era of IT, many tools and machines are used for
monitoring and controlling these sources. Examples on these IT tools
include cyber—physical systems (Lee et al., 2014), distribution man-
agement system, geographic information systems, outage management
systems, customer information systems, and Supervisory Control and
Data Acquisition system (SCADA) (Al-Ali & Aburukba, 2015).

Managing these grids requires efficient real-time data processing
and analysis of the massive amount of data captured by monitors,
sensors, meters, cameras and computers to both improve the efficiency
and to avoid delays and system shutdowns (Chen et al., 2014). This
data is used for many different applications: real-time vulnerability
assessment, demand management, predictive analytics, theft detection,
energy trading, economic dispatch, etc. (Asad & Chaudhry, 2017). It
is considerably difficult to manage these large and diverse datasets
through using traditional database management tools; this type of
data, namely ‘Big data’ requires advanced management approaches.
Big data is a computer science technology that can be applied to data
from different and uncorrelated sources, which make it hard to use
traditional data analysis tools to process this data. It is characterized
by its four main components: Variety, Velocity, Volume and Veracity,
namely ‘the 4Vs’ (Wang et al., 2019). The ‘Varity’ component refers
the different sources and types of data to be processed. The ‘Velocity’
component refers to the need for fast and synchronized processing and
analysis of data. The ‘Volume’ component refers to the ability to handle
large and growing amount of data (Sagiroglu & Sinanc, 2013). Finally,
the ‘Veracity’ component is concerned with the uncertainty of data
processing and the poor data quality (Kepner et al., 2014).

Over the past few years, big data tools have been adopted by
many major companies in the power industry such as IBM, Siemens,
General Electric and Oracle (Arenas-Martinez et al., 2010). Accord-
ing to Li et al. (2012), about 85% of the processing tasks of big
data can be delayed by a day. Hence, even if the energy output is
time-varying and intermittent, it can be leveraged for processing the
delayed datasets. Every day, more Terabytes of data emerge at the
energy data center. Hence, it has become crucial to adopt big data
technology to extract information from the multiple and diverse data
sources through novel data centers (Liu et al., 2012). Through BDA, it
would be possible to understand the behavior of energy consumption,
which would help to improve energy efficiency and also promote the
concepts of sustainability (Koseleva & Ropaite, 2017; Marmaras et al.,
2017; Mostafa & Negm, 2018). However, there are many challenges
related to the market sector such as: the availability of building data
on a large scale, the lack of data format and data field definitions
for building datasets and the noise and uncertainty of the available
empirical data (Mathew et al., 2015). Another important application is
the use of BDA for energy management in smart cities (Strohbach et al.,
2015). Other recent works have employed modeling and optimization
techniques for renewable energy (Ju et al., 2021, 2019). From these
works it was suggested that the self-adjustment mechanism can boost
the performance of the traditional genetic algorithm, as it can conduct
a self-check and find the worst solutions and relocate to better locations
sampled from the Support vector regression (SVR) surfaces.

The research problem under consideration is to provide the max-
imum stable smart grid system through identifying the stability of a
complex smart grid system consisting of many renewable energy input
sources and many outputs.

The objective of this study is to explore the potential of using
BDA in smart grids based renewable energy power stations, and to
review the previous studies regarding this issue. Also, data analytics
algorithms are applied on a big dataset and results were analyzed in
terms of stability and accuracy. The rest of this paper is organized
as follows: In Section 2, a review on the recent literature on using
big data technology in renewable energy networks and smart grids is
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given. Section 3 discusses the technologies and theories used in BDA. In
Section 4, a framework is proposed to link the architecture of big data
with the smart grids and show the potential applications of the yielded
information. In Section 5, an approach is proposed for predicting the
smart grid stability based on BDA and machine learning. Results are
summarized and discussed in Section 6, and finally, conclusions and
future recommendations are given in Section 7.

2. Literature review

Over the past few years, many architectures and frameworks have
been suggested to handle the data problems in power stations and smart
grids.

2.1. Analytical models for managing power systems

In Billinton and Gao (2008), analytical models were used to assess
wind energy generating system, Monte Carlo state sampling techniques
have shown that five-state model of wind energy conversion system
can provide an efficient assessment of the power system adequacy
studies. The problem of temporally variability in renewable electric
production was addressed in Goyena et al. (2009). For this purpose,
the energetic balance algorithm has been considered to warranty the
electric demand in large energy storage system. This algorithm has been
used for analyzing the measured data constantly and accurately, and
based on the results, data storage level can be determined. In Rogers
et al. (2010), a framework for smart grids was proposed to restore
system voltage while coordinating multiple power devices by following
a chain of command structures to respond quickly and effectively to
low-voltage incidents. The challenge was in the complexity of adding
more devices and functions, the proposed system can provide wide,
secure and versatile control of the smart grid. In Aquino-Lugo et al.
(2011), agent-based technologies were used to manage data processing
in smart grids. In Khalid et al. (2019), fuzzy logic and heuristics were
used for energy management and control of home appliances with three
criteria: cost, user comfort, and peak-to-average ratio.

In Labeeuw and Deconinck (2013), Markov models were used to
build a behavior model based on the probability distribution of the
electrical power. Then, the customers have been grouped into clusters
according to their energy consumption and transferred into load pro-
file documents. In Rahimi-Eichi et al. (2015), the effect of accurate
prediction of driving speed on range estimation was evaluated. The
driving speed profile has been regenerated using Markov chain model
based on historical data. Luo and Oyedele (2022) have developed
an integrated model based on self-adaptive deep learning model and
particle swarm optimization to predict residential electricity load with
moving horizons. The proposed model has shown its accuracy and
robustness with a coefficient of determination up to 98.9%.

2.2. Using big data analytics in energy management applications

One of the earliest works in using BDA in energy management was
in Su and Chow (2012), where big data theories were used to develop
an estimation of distribution algorithm to allocate electric energy to
electric vehicles at municipal parking lot. However, the increase of
the number of vehicles connected to the grid has led to a challenging
study with effect on quality and stability of the overall system. In
Kwac and Rajagopal (2013), a methodology was developed for large-
scale consumer targeting by combining BDA and scalable selection
procedures via stochastic knapsack problem and demand response
modeling. Accordingly, the fast heuristic algorithm has been considered
to cope with computational issues resulting from the big volume of
dataset. Different techniques have been used in big data processing
including optimization, statistical models and data mining to handle
big data of large volume within limited time. In Rahimi-Eichi and Chow
(2014), a BDA framework was proposed to estimate the driving range of
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Table 1
Energy consumption levels in data centers over
different years (Avgerinou et al., 2017).

Region Year Consumption (TWh)
2000 18.3
2005 41.3
EU 2007 56
2010 72.5
2020 104
2013 91
s 2020 140
2007 216
Global 2012 269

electric vehicles. The framework has collected historical and real-time
data from different sources, and then analyzes them through the range
estimation algorithm.

A high-level look was given in Tannahill and Jamshidi (2014) at
some Matlab tools that enable information extraction from big data
sources. The proposed model has enabled predicting the amount of
solar power generated by the micro-grid. Several techniques were
experimented to reduce data dimensions and maximize the retained
information with minimal error; these tools included dataset sanitation,
input parameter selection, model generation via fuzzy clustering and
rule inference, and neural network with back propagation. In Diaman-
toulakis et al. (2015), the use of big data techniques for dynamic energy
management in smart grid platforms was addressed focusing on smart
grid data mining, predictive analytical methods and smart meter data.
The authors have argued that the most important challenge is the users’
participation in cost reduction. In He et al. (2017), architecture was
proposed as a data driven solution to detect abnormalities. Random
matrix theory has been used to model this architecture and to conduct
high-dimensional analysis and distributed calculation of the system.

In Kung and Wang (2015), an integrated system was proposed to
combine renewable energy resources with cost benefit and big data
analysis. The continuous Markov chain modeling has been used for
analyzing historical electricity data in random time by employing time
series analysis and multi-objective models. The objective of this system
was to support strategic decisions on renewable energy investment
and combination through these models, and to construct an enterprise-
oriented cloud system and user interface. In Mashayekhy et al. (2014),
MapReduce, a programming model for processing and generating big
datasets, and its open-source implementation Hadoop were used. Two
fast and energy aware scheduling algorithms have been used for real-
time situations and performed simulation to analyze the performance
of the proposed algorithms. The results showed the adequate capability
of the algorithms to obtain near optimal solutions which leads to
significant energy savings. In Pan et al. (2016), a smart metering
methodology was proposed that can be used for BDA applications based
on characteristic consumer load shapes. The data from smart meters can
enable several applications such as forecasting, pricing, load profiling,
connecting renewable energy to grids and irregularities capturing. A
recent work by Zhang et al. (2021) has proposed a model based on
convolutional neural network and Sequence-to-Sequence to perform
multi-task learning for short-time multi-energy load forecasting. The
results have shown that the model can effectively extract the overall
feature and the time series feature.

2.3. Sustainability considerations in energy management

Large scale computational systems consume big amount of energy
as data volume increases and accordingly more analysis is required.
Table 1 shows the energy consumption levels in data centers in EU, USA
and Globally over different years expressed in terawatt-hour (TWh)
(Avgerinou et al., 2017).
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From Table 1, it can be seen that there is a big increase in energy
consumption in data centers. Hence, more advanced mechanisms are
required for power control and management without decreasing ac-
curacy and accountability. Green data centers, powered by renewable
energy, have recently received an increasing academic interest from
economic and environmental perspectives (Berral et al., 2014). The
goal of those centers is to reduce the energy demand of the increasing
number of servers required both to store and to process the big amount
of data. These centers use technologies such as virtualization soft-
ware that decreases the number of servers needed for operations and
technologies to cut energy consumption and clean renewable power.

In Goiri et al. (2011, 2012), ‘Parasol’, a solar-powered micro data
center, was developed backed by grid tie and batteries. Parasol can
smartly schedule jobs and assign the energy source to be used focusing
on the data center level design. In Sharma et al. (2011), ‘Blink’ was
proposed which exploits internet workloads to leverage fast power
state switching and match the server power demand with the available
power budget. The Net-zero system designed by Banerjee et al. (2012)
uses solar powered racks to match the load energy consumption with
the renewable energy power supply based on grid-dependent power
synchronization mechanism. In Li et al. (2015), ‘iSwitch’ was devel-
oped as renewable energy power tuning scheme capable of managing
intermittent renewable power while governing the required perfor-
mance levels and maximizing energy utilization with minimizing load
matching activities in the data center. In Liu et al. (2018), a workload
management system was proposed to maximize the efficiency in data
centers by integrating the use of IT to measure the demand shifts to
exploit time variations in electricity price, renewable energy generation
rate and cooling efficiency. Another project, ‘Oasis’ was developed by
Li et al. (2013) to scale out server clusters using incremental renewable
energy integration at the protocol data unit level to add server racks to
the existing data center.

In Shyam et al. (2015), ‘Apache spark’ was used as a cluster com-
puting platform for smart grids. It combines batch and real-time data
processing techniques with utilizing machine learning algorithms. In
Baker et al. (2015), the energy efficiency of cloud routing was ad-
dressed rather than data centers energy consumption. The authors
proposed ‘GreeDi’ a network-based energy efficient routing framework
for storing and processing big data. The proposed algorithm was for-
malized by situation calculus, linear, goal and dynamic programming
models. Recently, in Suryadevara (2021), an efficient machine learning
algorithm was developed that works as a classifier to reduce energy
levels with using sensors in an IoT application.

The research gap is to develop an approach that can identify the
stability of a grid system at a low cost; a predictive model is needed to
identify the stability of a complex grid system.

3. Main technologies of big data in the energy sector

The U.S. Department of Energy (2009) has identified six objectives
of developing smart grids:

(1) Enabling customers to have effective participation.

(2) Accommodating to all options of generation and storage.

(3) Offering new products, services and markets.

(4) Providing an adequate level of power quality that can meet wide
range of needs.

(5) Optimizing asset utilization and increasing efficiency.

(6) Enabling quick response to disturbances and emergencies.

Big data techniques can be employed to serve these objectives. This
technology does not conflict with traditional pre-processing methods;
instead, it is a combination between block calculations and traditional
clustering to develop comparative analysis (He et al., 2017). According
to Jiang et al. (2016), there are four main categories of big data key
technologies used in the energy sector: Data acquisition and storing,
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Data correlation analysis, Crowd-sourced data control and Data visual-
ization; detailed description of these main technologies was illustrated
in Hu et al. (2014). In the essence of renewable energy grids, knowledge
moves from measurement collection and data conversion to infor-
mation, then using the extracted information to expand knowledge,
and finally the accumulation of this knowledge provides the wisdom
required for a decision-maker.

There are two main types of renewable energy data: geospatial and
temporal data. Geospatial data is concerned with the locations, while
temporal data is concerned with data time characteristics. For renew-
able energy, Geospatial data may include the location of transmission
infrastructure, cities, factories, hospitals, schools, roads, etc. (Shekhar
et al., 2012); this data is based mainly on Geographical Information Sys-
tems (GIS) tools. Temporal data may include the consumption patterns
with respect to time (annually, monthly, weekly, daily, and hourly)
besides the amount of energy (e.g., sunshine) during different times
of day or year. For small regions, such data can be available through
traditional IT systems (such as SCADA). In the era of Internet of Things
(IoT), smart buildings can provide their own data by means of smart
metering and sensors (Mostafa et al., 2019; Ren et al., 2021). According
to Niemi et al. (2012), there exist some simplified methods to calculate
this data in case of lacking accurate measures or sensors. Most likely,
the energy consumption peaks towards the urban center and decays
towards the outskirts (Willis & Northcote-Green, 1983). Given a radial
profile r that can be transformed into Cartesian coordinates (%, y),
then r2 = x2 + y2. If the city center expressed by (r = 0), the radial
load density (expressed in Megawatts/km2) peaks at point rm, the load
profile expression will be:

n n 2
Q=Y 0L (a0 =Y, Phe ) g (1) eb)
m=1 m=1

Where Q is the spatial load, 1 refers to the energy type, m denotes
the load component, P is the maximum power density of a specific
load, « is a width parameter, and g is a normalization function of load
component time variation. To calculate the total load Equation (1) is
integrated over area and time intervals.

A third type user classification data can be the social classification,
users can be classified into categories not only according to geographic
areas but also to their social stratums that can be an indicator for daily
consumption curves (Zhou et al., 2016a). The weather data (e.g., angle
of the sun rays, wind speed and direction, temperature, pressure, cloud
cover, humidity, etc.) play a basic role in decision-making support in
power stations (Zhou et al., 2016b). Hence, the integration between
supply and demand data, spatial data, and temporal data can support
strategic decisions such as location selection for renewable energy
stations to improve output, productivity and efficiency. For a compre-
hensive review on big data and its techniques for energy systems, the
reader is referred to the works by Jiang et al. (2016), Molina-Solana
et al. (2017), Ma et al. (2017).

4. Big data framework for renewable energy grids

According to the literature, data analysis and decision making can
be supported via a massive amount of data that should be stored
and processed timely. The data includes: consumption rates, utilization
patterns, waves’ synchronization, maintenance schedules and reports,
financial data, etc. Modern advances of communications made it pos-
sible to deliver real-time data and to manage the demand/supply
equilibrium. Sometimes, traditional IT systems cannot detect the power
system oscillations. Such applications are significant when using re-
newable energy sources, as these sources are most likely to cause
unpredictable stress on the long-distance transmission lines connecting
the grid with remote areas. Adequate management of big data can
facilitate the demand response in power grids, electric vehicles and
distributed energy resources (Bhattarai et al., 2019; Wang et al., 2019).
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Hence, big data can provide better and more secured bidirectional com-
munication between different points to promote the energy resources
in the energy markets.

The forecasting of future needs of a power system in general and
smart grids particularly is considered as another aspect. Power utilities
use BDA to estimate several parameters that support decision-making
processes, such as load planning and power commitment (Rahman
et al., 2016). This is especially important for renewable energy sources
to estimate the available energy and the ability of the grid to transmit
it. Other important applications include calculating the equipment
downtime and estimating and analysis system failures. Therefore, im-
proving the efficiency and robustness of the generation and distribution
functions can be performed. Several tools were developed for big
data streaming and operation in power systems. Some examples are
Hadoop (Karun & Chitharanjan, 2013), Apache Drill (Chandarana &
Vijayalakshmi, 2014), and Storm (Maske & Prasad, 2015). Through
these technologies, users can have real-time interaction with machines.
Following the layered structure developed by Hu et al. (2014), a big
data framework for renewable energy power utility is developed in
Fig. 1.

From Fig. 1, the big data framework consists of three layers. The
upper and less complex layer is dedicated to storing data, accessing data
and doing computations. The middle layer is responsible for managing
and sharing data, integrate data between different applications and
areas; data privacy is a key issue in this layer. In the bottom and deepest
layer, the data mining platform is used for data preprocessing through
data fusion technology. Due to the increasing volume of data, data
storage and management are divided into a number of subtasks that
are executed on several computing nodes. This big data structure is
used to perform several functions such as failure event analysis (Qiu
et al., 2018), risk analysis (Kezunovic et al., 2018), forecasting (Haupt
& Kosovic, 2016), maintenance management (Zhou & Yang, 2016),
and asset condition monitoring and assessment (Liu et al., 2016),
evaluating the quality of Heating, Ventilation, and Air Conditioning
(HVAC) systems in buildings (Barbeito et al., 2017).

To serve the framework depicted in Fig. 1, an integrated architec-
ture based on BDA and cloud computing can be proposed. The key
parts of this architecture are the smart grid, big data tool, database
and the cloud environment. The big data tool is used for managing the
storage and retrieval of data and the distributed storage to the nodes in
racks (Pal & Agrawal, 2014). The database stores data about customer
consumption patterns, historic data on supply, demand, failures, etc.
Prediction algorithms are used to estimate the demand and supply
of the grid (Wang et al., 2018). In Singh and Yassine (2018), the
smart meter data analytics was addressed and proposed three main
applications: load analysis, load forecasting and load management. The
key techniques for these applications include time series, data clus-
tering, dimensionality reduction, data classification, outlier detection,
low-rank matrix and online learning. In Kezunovic et al. (2013), a
smart data mining model was proposed that can be used for analyzing,
predicting, and visualizing energy time series consumption patterns. A
key part of this model was using ‘Frequent pattern mining’; frequent
patterns are item sets that appear in a dataset with frequency equal
or more than a user-specified threshold. Frequent pattern mining is an
essential data mining tool to process and analyze big data.

The ultimate objective of the described framework is to support
decision-making by providing the information that can help to explore
innovative solutions and applications. In Lin et al. (2012), four different
types of decisions were identified based on the data analysis in power
systems as listed in Table 2.

Data security is a key issue in BDA (Kezunovic et al., 2013), there-
fore it is of paramount importance to secure the distributed energy
routing process against possible false data attacks. Different types of
attacks may occur to manipulate energy supply, energy response or the
link state of energy transmission (Lin et al., 2012). Such false data can
lead to supply/demand imbalance and cause overhead costs and energy
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Fig. 1. A big data framework for renewable energy power utility.

Table 2
Types of decisions in a power system.

Decision type Time frame Objective

Example

Corrective Just-in-time Immediate handling of « Maintenance optimization
undesirable situations. « Risk-based asset management
Distributed Daily Assessment of system state. « Online assessment of voltage stability
Adaptive Daily Monitoring events and « Online outage management
operations. « Disturbance detection.
Predictive Weekly Detailed forecasting of system « Operations planning convergence

behavior.

« Interactions of renewable generation and loads

shortage. Assume a grid with a set of N customers. Let DiT denotes true
demand by a customer I ¢ N and DiF denotes false demand for the
same customer injected to the system by some hacker or competitor,
and then a false energy-request messages will be sent to the energy-
demand nodes in the grid. When the grid has the capacity to meet this
demand, then that customer will receive more energy than what he
truly requested. This leads to a loss in the quantity of supplied energy
to customer I; this loss can be expressed by:

AD,=DF - DT (2)

If the demand of several customers was hacked, then the total loss
in the quantity of supplied energy in the grid is expressed by:

AD= ) AD 3)
ieNF
Where N¥ is the set of customers with false demand. Equations (2)
and (3) assume that the grid supply can fulfill all the requested demand
even with the extra false amount. But what if the grid supply capacity
cannot provide such amount? In that case, some customers of the grid
will suffer from power shortage.

5. Predicting the smart grid stability through big data analytics

The smart grid system requires information about the consumer
demand and the amount of the supplied energy, as well as the estimated
grid stability to create new pricing for each energy unit sustainability
of the smart grid system. Our research aims to predict and analyze the
changes in energy production and consumption relative to the energy
prices in a decentralized smart grid system, by performing BDA for a
large dataset. To identify the grid stability for the distributed smart grid
system, a mathematical model was presented in (Schéfer et al., 2016)
for a four-node star architecture, with one energy source supplying
three consumption nodes as displayed in Fig. 2, the model considers
three input features; total power balance, energy price elasticity, and
response time to price changes.

Consumption node

Power source

A\

Consumption node

Consumption node

Fig. 2. Descriptive diagram for a 4-node star architecture in a smart grid system.

The decentralized smart grid data system was gathered by Arza-
masov et al. (2018) is used, the dataset consists of 60,000 instances
and 12 attributes, and the objective is to predict the stability of the
decentralized smart grid control system through machine learning and
deep learning. The data contains information about the demand input
and grid output of the decentralized smart grid control system collected
from various resources. The steps of predicting the stability of the smart
grid system by using BDA is depicted in Fig. 3.

5.1. Creating the cloud storage and choosing the cloud computing platform

Cloud storage and cloud computing are considered critical steps
for BDA and computations, the cloud storage platforms available for
BDA are Amazon S3, BigQuery, google drive, Microsoft Azure, and
Hadoop. Google Colab and Google drive (Bisong, 2019) are used in
our case study as cloud computing platform for predicting the smart
grid stability by using the Python coding (Van Rossum & Drake, 2009)
and Apache Spark (Zaharia et al., 2016). The BDA was implemented
in Python 3.0 on Google Collaboratory and Pyspark 3.1.2 was used
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Creating cloud storage and choosing the
cloud computing platform

e
1’
» 4

(w

)

Map reduction /

——

arallel data split

¥

Implementing the data wrangling for
data sources

s
&

Choosing the feature input and output for
the machine learning model

Model fitting and prediction accuracy
analysis

Fig. 3. Steps of predicting the smart grid stability for BDA.

to create the data pipeline. The computations were performed on a
Lenovo Intel® Core I i5 2.70 GHz with 12 GB RAM running Windows
10 Professional operating system.

5.2. Map reduction/parallel data split

Map reduction data split is considered as essential step while han-
dling big data. Map reduction aims to reduce the amount of data to
be processed for parallel computing and the parallel data split is used,
as well, to divide the amount of data into homogeneous sections for
enhancing the speed of data processing. In our case study, the Apache
Spark was successful in splitting the data and assessing the prediction
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Table 3

Summary of the features dataset to the smart gird system big data

analytics.
Summary Count Min Max
taul 60,000 0.5 10
tau2 60,000 0.5 10
tau3 60,000 0.5 10
tau4 60,000 0.5 10
pl 60,000 1.5 6
p2 60,000 -2 -0.5
p3 60,000 -2 -0.5
p4 60,000 -2 -0.5
gl 60,000 0.05 1
g2 60,000 0.05 1
g3 60,000 0.05 1
g4 60,000 0.05 1
Stab 60,000 -0.08 0.11
Stabf 60,000 Unstable Stable

accuracy for each data segment by using a training penalized regression
model.

5.3. Implementing the data wrangling for data sources

The classification model was developed by using supervised ma-
chine learning, the output of the stability columns need to be defined as
an integer instead of using a character or string, thus the data wrangling
was essential for big data. Data wrangling can be applied simply using
either a Pandas data frame or Spark SQL in the Apache Spark libraries.
Some exploration was conducted through the histogram plotting for the
stability values and stability classification of various connections in the
smart grid network as shown in Fig. 4, and the pie chart that describes
the percentage of stability, shown in Fig. 5.

The model contains both discrete and continuous, where the sta-
bility was scored by a stability index under ‘stab’ column (Continuous
output) containing positive and negative values, and thus regression is
used. Also, another output was provided under ‘stabf’ column (Discrete
output); if stability index is positive it is labeled ‘stable’, and on the
other hand if the stability index is negative, it is labeled ‘unstable’.

5.4. Choosing the feature input and output for the machine learning model

To identify the stability of the smart grid system, the dataset was
gathered from the installation of a smart grid system in Karlsruhe,
Germany. The list of inputs and outputs for the dataset were identified
as follows:

5.4.1. Input features

+ ‘taul’ to ‘taud’: the reaction time of each network participant, a
real value within the range 0.5 to 10 (‘taul’ corresponds to the
supplier node, ‘tau2’ to ‘tau4’ to the consumer nodes).
‘P’ to ‘p4’: nominal power produced (positive) or consumed
(negative) by each network participant, a real value within the
range —2.0 to —0.5 for consumers (‘p2’ to ‘p4’). As the total power
consumed equals the total power generated, pl (supplier node) =
- (p2 + p3 + p4).
‘gl’ to ‘g4’ price elasticity coefficient for each network partici-
pant, a real value within the range 0.05 to 1.00 (‘g1l’ corresponds
to the supplier node, ‘g2’ to ‘g4’ to the consumer nodes; ‘g’ stands
for ‘gamma’).

A description of the input and output features is shown in Table 3,
containing all the discrete and continuous outputs used for regression
and classifications

The choice of features was applied by using feature engineering,
where each of the input features was tested by using p-value for their
significance towards the labeled output, the features with significant p-
values were selected. The results of the p-value hypothesis test showed
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stability index values

Fig. 4. Histogram for the stability index values as part of the data exploration and wrangling.

Pie chart for stability classification

Stable 36.2%

. Unstable

D Stable

‘ 38,280

Unstable 63.8%

Fig. 5. Pie chart for the stability classification as part of the data exploration and wrangling.

Table 4

Application of feature engineering and selection of the input features for

classification.
Features P-value Correlation Significance
taul 0.0001 -0.2181 Significant
tau2 0.0001 —-0.2208 Significant
tau3 0.0001 —-0.2249 Significant
taud 0.0001 0.1884 Significant
pl 0.97 0.0024 Insignificant
p2 0.98 0.0016 Insignificant
p3 0.91 0.0007 Insignificant
p4 0.95 —0.0048 Insignificant
gl 0.0001 0.3920 Significant
g2 0.0001 —-0.4202 Significant
g3 0.0001 —-0.4184 Significant
g4 0.0001 —-0.1822 Significant

the significance of the features related to the reaction time and the price
elasticity for each network as well as the insignificance of the nominal
power features as summarized in Table 4.

As part of the data exploration and analysis, the histogram of
variables is used for providing a descriptive figure for the distribution
of the dataset as shown in Fig. 6. Also, the correlation matrix in Fig. 7
is used to provide the correlation between the input feature with each
other as well as the input feature with the output features, the strongest
correlation appeared in the nominal power feature with each other
despite of their insignificance to the output stability index and label.

5.4.2. Output of the machine learning model

« ‘stab’ the maximum real part of the characteristic differential
equation root (if positive, the system is linearly unstable; if neg-
ative, the system is linearly stable); the ‘stab’ is used in the
regression model due to the continuous output provided.

« ‘stabf a categorical (binary) label (‘stable’ or ‘unstable’). The
‘stabf’ is used in the classification model as it contains discreate
labeled output.

5.5. Model fitting and prediction accuracy analysis

Four machine learning models have been provided; the first model
is related to the classification model, where the aim was to identify if
the smart grid system will be considered stable or not, three machine
learning models were provided using a decision tree, random forest

classifier, and conventional neural network (Deep learning). The fourth
machine learning model has used a penalized linear regression for the
prediction of the stability differential equation root.

5.5.1. Decision tree algorithm

The decision tree is the usage of nodes and branches to enable the
model to learn and identify the fitness accuracy, the difference between
the decision tree and the random forest is the complexity of nodes and
branching.

5.5.2. Random forest algorithm

Random forest algorithm is composed of different decision trees
using the same node, the optimal solution is provided through the
merging of various decision trees as illustrated in Fig. 8.

For classification problems, the Gini index is required to identify the
nodes on the decision tree branch, this is expressed by Eq. (4).

c
Gini=1 - Z (171)2 (©)]
i=1
Where c is the number of classes and p; is the relative frequency for
each class.

5.5.3. Deep learning

Deep learning is a subfield of machine learning that utilizes the arti-
ficial neural network methodology to enhance model learning and data
fitting (Gencer & Basciftci, 2021; Shariati et al., 2021). The equation for
deep learning is given in Eq. (5) and is used to create the prediction
model for the decentralized smart grid control system.

12

z=2wi+xi+b 5)

i=1

Where z is the predicted output value from the deep learning model,
i is the annotation for the variable, b is the bias, and w is the weight
of each variable. The neural network is a multiple layer perception
consisting of various layers with each layer contains various neurons
as shown in Fig. 9, the layers are divided into:

« Input layers that represent the number of variables; 12 neurons.
» Output layer that represents the number of output classification;
2 neurons.



N. Mostafa, H.S.M. Ramadan and O. Elfarouk Machine Learning with Applications 9 (2022) 100363

Histograms of Variables

tau3

taul
tau2
tau3
tau4
pl
p2
p3
p4
gl
g2
g3
g4
stab
stabf

-0.05 1} 0.05 0.1 unstable stable

Fig. 6. Histogram for the input features as part of the data exploration and wrangling.
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Fig. 7. Correlation matrix display as part of the data exploration and wrangling.
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Leaf Leaf

node node

Fig. 8. Diagram showing the random forest algorithm structure used for smart grid
BDA.

» Hidden layers that are intermediate layers used to model the de-
centralized smart grid system; the first layer contains 5 neurons,
and the second layer contains 4 neurons.

To calculate the optimal weight for the neural network model, the
model fitting must be performed through several iterations with the
number of iterations specified as epochs (Smith, 2017). The activation
function is the transfer function used to select the data used in learning
propagation for the prediction model. The used function is the sigmoid
function (Smith, 2017), as shown in Eq. (6).

1

w(x) = Tre= ©

Neural Network architecture
Qutput Layer

Hidden Layer 2

Hidden Layer 1

Input Layer

Fig. 9. The neural network structure of the deep learning model used for the smart
grid BDA.

Where the w(x) is the activation function used in the deep learning
model developed.

5.5.4. Convolutional neural network

The convolution neural network is named after the usage of the
mathematical linear operation between matrices called convolutional
(Albawi et al., 2017). The convolutional neural network is used to
get an abstract feature when the input feature propagates to a deeper
layer in image processing, voice and text recognition. The convolutional
neural network was applied for big data analytics from healthcare com-
munities by Chen et al. (2017) and applied for big data analytics from
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Indian customer sentiment using text on social applications regarding
the electrical vehicles satisfaction as described by Jena (2020). The rule
of convolutional formula is describe as shown in Eq. (7)

net(i, j) = (x * w)[i, j] = Z Z x[m — nlwli —m, j — n] )

Where net(i, j) is the output to the next layer, the x is the input text
to the layer, w is the kernel filter, and x is the convolutional operation.

5.5.5. Penalized linear regression

The penalized linear regression aims to reduce the mean square
errors of the model by identifying the vectors for the real number £,
and p as shown in Eq. (8) (Jozaghi et al., 2019).

. o s
BB = argmin(~ ;<yi—(x,~*ﬂ+ﬂo>>2) ®

Where y, is the predicted output, » is the number of attributes, x; is
the input variable.

5.5.6. Gradient boost decision tree method

The gradient boost is used for classification problems to obtain an
accurate predictive classification model by combining different base
classifiers into a strong base classifier as stated by Li et al. (2020).
The gradient boost decision tree provides a global convergence for
the algorithm towards the negative gradient for the predictive loss
function. Henceforth, it can provide high accuracy for the predictive
classification model. The equation of the gradient boost decision tree
method is described in Eq. (9)

n
s B = argmin( Y (L(Y;) = Fy(x) + Bh(x;; ) ©)
i=1
Where «,,, f,, are optimal parameters for the loss function, F,,(x;) is
the prediction function obtained for the mth iteration, h(x;; «) is a base
learner model developed as a simple function of x; and parameter «

6. Results and discussion

The results of the penalized learning model are shown in Fig. 10.
Fig. 11(a and b) gives a comparison between the classification algo-
rithms used for BDA of the smart grid dataset in terms of accuracy
and running time, respectively. The results show an accuracy of 96%
for the regression model implemented using 70% of the data as a
training set, and 30% as the testing set. Using the random forest tree
model yielded 84% accuracy, the decision tree model yielded 78%
accuracy, and the convolutional neural network (CNN) yielded 87%
for classification model, and the gradient boosted decision tree model
resulted in 87%. Thus, the regression model has shown the highest
accuracy in predicting the system stability through numerical values
as shown in Fig. 10 and the convolutional neural network was able
to provide the highest accuracy in predicting the smart grid stability
through classification model at a faster time compared to other machine
learning classification models as shown in Fig. 11. The predictive
model produced from either CNN or regression model could be used in
predicting the stability of more complicated smart grid systems across
the EU and optimizing the smart grid setting of various input and
output power sources connection to provide the maximum stability.
The amount of data available in the dataset is considered relatively
small for big data analytics, however the cloud computing provided
was suitable for big data analytics framework.

The improvement of smart grid stability can be provided from
using the CNN model and setting up the optimal settings from linkage
between different power source and consumption outlets. The results
have shown an optimized model accuracy and fast processing for the
CNN compared to other ML classification algorithms.
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Fig. 10. Penalized linear regression graph for the smart grid stability.

7. Conclusions and recommendations

Shifting towards sustainable energy systems requires advanced tech-
nologies such as smart grids, renewable energy storage and man-
agement power stations. Managing and operating such complex sys-
tems depends on integrating and coordinating several components.
Advanced sensors and meters are used as main data sources in the era
of big data, wireless communication, and IoT. The data captured by
such tools should be stored, processed and analyzed to get the necessary
information for the deployment of smart grids and the efficient opera-
tion of power stations demand and supply with integrating renewable
energy. Improving fuel efficiency besides minimizing emissions and
waste should be also accounted for. Many benefits can be obtained
from implementing such technology in the areas of asset management,
operations planning, monitoring voltage instability, stability margin
prediction and fault detection. Accordingly, many challenges are as-
sociated with such implementation; the main issues are related to data
uncertainty, data quality, data security, and data complexity.

In this work, a big data framework was built to identify the stability
of the smart grid dataset consisting of 60,000 instances and 12 at-
tributes. The BDA framework was coded and implemented in Python on
Google Collaboratory, and Pyspark was used to create the data pipeline.
For larger datasets, it is recommended to use Amazon S3 storage and
EC2 for cloud computing. The results have shown the high accuracy
of the penalized linear regression for fitting a regression model on
decentralized smart grid control system with BDA as well as the high
accuracy and fast computation of neural networks in fitting a classifica-
tion model for the decentralized smart grid system in comparison with
other classification models such as random forest and decision tree.

This paper has three main contributions; first, it provides an exhaus-
tive review on the previous recent works that have addressed the use
of BDA in energy applications. The second contribution is exhibiting a
framework of the potential implementation of BDA for smart grids and
renewable energy power utilities. The third contribution is proposing
a five-step approach for predicting the smart grid stability for BDA by
using three different machine learning methods. The predictive model
could be used later for optimizing the smart grid setting of various input
and output power sources. Thus, enhancing the smart grid stability

Limitations of the research is that even though the 60,000 objects
do not represent big data, cloud computing and cloud storage provided
using the 60,000 objects has been useful in providing a big data
framework, Also the real time event analysis for the data gathered was
simulated by using Apache spark and Google Colab.

Future research should address these different crucial recommenda-
tions and perspectives:

« Involvement of customers; through enabling creative solutions for
customers to participate in data entry and providing data about
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Fig. 11. Comparison between the classification algorithms used for BDA of the smart grid in terms of (a) accuracy (b) running time.

their demand and storage capacities. Therefore, more convenient
and cost-efficient strategies can be offered and studied.
Incorporation of integrated and seamless monitoring and control
systems; through BDA tools and techniques to improve visualiza-
tion and advanced real-time control and minimize risk.
Modifications towards new regulatory environment for smart
grid operations. The traditional economic principles should be
changed to allow customers to modify their demand timings to
respond to incentives. Hence, new demand response capabilities
can be offered.

Comparison between penalized linear regression and Support
vector regression

Collection of more data is needed to analyze the smart grid stabil-
ity with variety of renewable energy sources and demand across
more countries with the established big data analytics framework
and cloud computing through Apache Spark and Google Colab.
Collection of a larger dataset size with real time event analysis
in order to fully utilize the big data analytics and verify the
framework feasibility.

Comparison with related works and explain the similarities and
differences between different approaches.
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